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There is much interest in the way in which fuel is injected into scramjet combustors and the way this influences
ignition and combustion. Experiments were conducted in the T4 Stalker Tube to assess the combustion of hydrogen
when it is injected directly into the boundary layer of a circular constant-area supersonic combustion chamber
(M > 4). The wall-layer conditions at the fuel-injection station were varied to study the effects on the ignition and
combustion of the injected hydrogen. This was achieved by varying the leading-edge bluntness and the length of the
constant-area inlet upstream of the annular fuel-injection slot that delivers fuel as a layer underneath the existing
boundary layer. Flow properties at the injection location calculated using computational fluid dynamics are
presented as well as experimental data and analytical predictions of the pressure distributions along the combustion
chamber wall. It is shown that a thicker boundary layer promotes combustion and that leading-edge bluntness,
which leads to more hot gas near the walls, is more effective for ignition.

Nomenclature
cp = pressure coefficient, (p — poy)/qose
H = enthalpy
h = altitude
L = length scale, length of inlet
M = Mach number
P = static pressure
q = dynamic pressure
R = radius
R, = leading-edge radius
T = temperature
Uyp = typical uncertainty
u = velocity
U = incident shock speed
X = axial position
y = ratio of specific heats
e = combustion efficiency
Newt = total combustion efficiency
N = mixing efficiency
P = density
¢ = fuel equivalence ratio
Pere = effective fuel equivalence ratio
Subscripts
f = flight condition
fill = initial tube fill property
j = fuel jet property
0 = stagnated or total property
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1. Introduction

HE autoignition of fuel in a scramjet combustor is strongly

influenced by the temperature and pressure of the gas into which
the fuel is injected. How the fuel subsequently mixes and burns is also
affected by the way in which the fuel is introduced into the flow.
Injection from struts positioned in the core flow can result in good
mixing but incurs large wave-drag losses [1,2] and problems with
high heating rates to the injector [3—5]. Some of these problems can
be reduced by injecting fuel from holes normal or inclined to the
surface [5,6] or from structures attached to the surface [5]. Injection
from inclined wall fuel jets into the mainstream flow in the combustor
can provide good mixing, but can also result in large momentum
losses as the flight Mach number increases and the fuel momentum
becomes a significant fraction of the engine thrust [3,7]. A less
disruptive injection method is tangential wall slot injection of the fuel
[3], but this can be difficult to ignite [§] and may result in low
combustion efficiencies [3,9]. However, this method can also be an
efficient means to reduce surface heat loads [10] and internal surface
drag [11].

Some of the factors limiting combustion with wall injection of fuel
are ignition of the fuel and the mixing of the fuel with the air passing
through the combustor. Although the mean temperature of the flow
within a combustor may not be high enough for ignition of the fuel,
combustion can be initiated in regions of locally high temperature
and pressure [3,12]. Boundary layers formed on the walls of an intake
and entropy layers caused by blunted leading edges can produce such
regions of high temperature [13]. In this paper, we report results of
experiments designed to investigate the influence of the oncoming
wall layer flow upstream of the location of tangential injection of
hydrogen on both the ignition of the fuel and the amount of fuel that
mixes and burns.

Previous work with supersonic tangential slot injection of hydro-
gen into a supersonic airstream has shown that the boundary-layer
thickness at the point of injection plays an important role in the
ignition of the mixture. In [8], a constant-area circular duct was
used. The boundary layer was laminar at the point of injection and its
thickness was of the order of a quarter of the slot height. It was
observed that the fuel did notignite quickly. In contrast, when the fuel
was injected into a turbulent boundary layer with a thickness of the
order of the slot height, the fuel ignited and burned more quickly [14].
Numerical calculations supported the deduction that the thicker,
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turbulent boundary layer resulted in more hot air that was available to
mix with fuel, promoting ignition and combustion [15]. A theoretical
analysis given in [16] comes to the same conclusion.

A thick entropy layer can also influence the surface flow. Such an
entropy layer can result in a thick layer of hot gas near or inside the
boundary layer [13] and it can be generated by a blunt leading-edge
bow shock. This may influence combustion of hydrogen in a similar
manner to a thick boundary layer. This configuration is particularly
interesting as hypersonic flight vehicles will most likely incorporate
somewhat blunted leading edges to reduce heating loads [13].

The aims of the present study are to investigate experimentally the
influence on ignition and combustion of 1) the thickness of the
turbulent or laminar boundary layer at the point of injection, and
2) bluntness of the leading edge upstream of the point of injection,
when fuel is injected tangentially along the combustor wall. To
achieve the first aim, the experimental apparatus is that of [8],
modified to allow alteration of the boundary-layer thickness at
injection. This ensures that no other effects influence the comparison
between the thick and thin boundary-layer data. To achieve the
second aim, the same configuration was also fitted with blunted
leading edges to investigate the effect of entropy layers on the
boundary-layer combustion. The experiments reported here are
relevant for scramjet combustors at flight Mach numbers in excess of
eight, where the Mach number at entry to the burner is in excess of
four.

The inlet and combustor walls were not heated for the presented
experiments. Previous investigations have not found a strong
influence of the wall temperature on the ignition of wall portholes
injected hydrogen [17]. This is supported by the relative insensitivity
of the maximum temperature in the boundary layer to the temperature
of the wall in hypersonic flows where the wall temperature is lower
than the mainstream temperature (this can be shown, for example,
using Eqs. 34 and 72 of [18]). However, it is possible that the present
configuration is more sensitive to wall temperatures because fuel
injection and combustion are close to the wall. Hot walls alter the
boundary layer upstream of injection and the wall fuel jet and may
influence ignition and combustion characteristics. This effect is not
addressed in the current project.

II. Model Configuration

The experiments were conducted in the T4 Stalker Tube [19],
using a Mach 4 contoured nozzle [20]. The shock-tunnel model
consisted of a circular combustion chamber with an internal diameter
of 33.2 mm and a length of 500 mm. Upstream of the combustion
chamber is a constant-area inlet of 60.5 or 244.5 mm length and
28.8 mm internal diameter. The rearward-facing step formed by the
diameter change accommodates an annular slot injector for the
gaseous hydrogen fuel as shown in Fig. 1. There were two versions of
the short and long inlets, one set with sharp leading edges and one
with 0.5 mm radii. Figure 2 shows an overall view of the shock-
tunnel model. The nozzle exit core flow provided the inlet entry flow,
creating a quasi-direct connect-testing arrangement without any
scramjet inlet compression. Because the nozzle expansion varies
with the total enthalpy of the gas and it was not operated at the
original design condition, the nozzle exit Mach number was close to
4.5 for the present conditions.

The fuel-injection slot was of annular cross section with a 17 deg
half-cone angle at the sharp trailing edge. Twenty static pressure
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Fig. 1 Schematic of the inlet-combustor arrangement, shown with
sharp (top) and blunt (bottom) leading edge, dimensions in millimeters.
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Fig. 2 Layout of the stress-wave force balance with combustion
chamber for pressure measurements, shown with sharp leading edge,
short inlet configuration.
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tappings at 15 mm spacing in the wall of the combustion chamber
were used to measure pressures in the combustor; the first was
located approximately 170 mm downstream of the injection plane.

The model was designed to allow the measurement of skin-friction
drag on the combustion chamber walls while all other forces are
decoupled. This necessitates the relatively high level of complexity
of the model in comparison to that which would otherwise be needed
if only pressure measurements were taken. These drag measurements
are reported elsewhere [21].

III. Computational Approach
A. Computational Fluid Dynamics Simulations

In the process of designing the model for the wind-tunnel tests,
some numerical simulations were performed using the multiblock
compressible Navier—Stokes solver MB_CNS [22]. Only the
constant-area ductupstream of the annular injection slot was modeled.
The results of these simulations were used to determine the effects of
different inlet configurations on the flow properties at the injection
plane. As an indication of the solved flowfields, some comparisons of
pressure contours for sharp and bluntleading edges are givenin Figs. 3
and 4. The calculations for the short inlet configurations were
performed assuming a fully laminar boundary layer, whereas the
calculations for the long inlet configurations included forced
boundary-layer transition occurring 120 mm downstream of the
leading edge. This corresponds to a transition Reynolds number of
approximately 2 x 10° and is based on previous boundary-layer
transition experiments performed in the T4 shock tunnel [23,24].
Turbulence effects were modeled using the Baldwin—Lomax [25]
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Fig. 3 Pressure contours for the short inlet configuration flowfield with
sharp and blunt leading edge. Contour values shown are in kilopascals.



KIRCHHARTZ ET AL. 59

-0.02 0 - 0.05

a) Sharp leading edge

0.2 ’ 0.25

0.02

£ \\

)

30

E —

& 150
-0.02 =5 0.05 : ‘ ‘ 0.2 ‘ 0.25

b) 0.5 mm radius leading edge

. 041 ~0.15
Distance from leading edge, m

Fig. 4 Pressure contours for the long inlet configuration flowfield with sharp and blunt leading edge. Contour values shown are in kilopascals.

turbulence model. A total of 80,400 cells were used for the simulation
of the short blunt inlet configuration and 163,600 cells for the
corresponding long inlet configuration. A grid resolution study for
these simulations demonstrated that this grid was adequate to resolve
the shock layers and that the flow profiles across the duct are mesh
independent. According to the Korkegi boundary-layer separation
criterion [26], the pressure rise over the shock impingement points on
the wall is not sufficient to cause separation of the boundary layer. The
pressure at the injection plane is almost doubled by the use of ablunted
leading edge compared with the sharp leading-edge case.

Figure 5 shows the radial profile of density and temperature from
the centerline (R =0 mm) to the inlet wall (R = 14.4 mm) for
different inlet configurations, and Fig. 6 illustrates the effect of flow
total enthalpy on those profiles.

Examination of the profiles in Fig. 5a indicates that the blunted
leading edge on the short inlet results in the highest peak temperature
near the wall. This is most likely caused by the coincidence of the
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Fig. 5 Cross-stream profiles of static temperature and density at the
fuel-injection location for some different inlet configurations at
H,=5.9 MJ/kg.

entropy layerand the reflected leading-edge shock as shown in Fig. 3b.
The long inlet with a sharp leading edge provides a higher near-wall
temperature than the short sharp inlet, but more importantly, also
generates a significantly thicker hot boundary layer. Generally, blunt
leading edges and long inlets result in broader wall layers with high
temperatures. Comparison of the temperature profiles plotted in
Fig. 6a shows that when the leading edge is blunted, the temperature
near the wall for a lower enthalpy flow (H,=3.9 MJ/kg,
R, = 0.5 mm) can be higher and the region of hot gas thicker
than for a higher enthalpy flow with a sharp leading edge (Hy=
3.9 MJ/kg, R, = 0.0 mm). The thickness of this wall layer and the
ratio of the temperature in the mainstream to the peak temperature in
the wall layer stay approximately constant when the mainstream
temperature is changed. The elevated temperature along the wall could
cause an inherent reduction of the fluid’s density, which would be
detrimental to ignition delay times [27] and could offset some of the
reduction in ignition delay time that is caused by the increased
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temperature. However, as Fig. Sb shows, the wall-layer densities of the
blunted leading-edge configurations are higher than those of the
colder sharp leading-edge configurations. This is also the case when
the mainstream density is significantly reduced by increasing the
mainstream total enthalpy (see Fig. 6b). It is therefore expected that
the blunted leading edge will enhance ignition and combustion of
the wall-injected fuel. The abrupt changes in the flow property profiles
(Fig. 5 and 6) are due to the oblique shocks generated by the blunt
leading edge.

B. Quasi-One-Dimensional Cycle Analysis

Mixing and combustion processes in a supersonic flow
environment with fuel injection (nonpremixed) are very complex
and usually highly three-dimensional and nonuniform. A detailed
analysis of these phenomena is therefore very costly and complex. A
simple, yet very useful, approximate engineering approach is cycle
analysis with stream-thrust averaging of the engine and/or combustor
flowfield [28,29] For stream-thrust averaged analyses, the mass,
momentum, and energy are conserved throughout the flowfield, but
the flow properties are averaged and assumed to be constant across
the duct at any axial location. The flow is thus assumed to be quasi-
one-dimensional, and combustion is usually modeled by heat
addition over a specified length of the duct.

A number of previous workers have successfully used this type of
analysis to assess performance of scramjet combustors (for example
[30-33]). The main use has been the parametric study of scramjet
combustor design, but some successful applications involved the
postexperiment analysis of combustion tests [31,32,34]. Billig [3,35]
and Heiser and Pratt [36] warn that, particularly in dual-mode
combustion systems, this approach of outside—in analysis only yields
sensible results for low-effective equivalence ratios ¢ = @ X 1, 101
However, no upper bound for this measure of the total amount of fuel
thatis consumed was given. As aresult, the findings of the quasi-one-
dimensional analysis that are presented here are to be taken with
caution and more as a qualitative than quantitative indication of the
amount of fuel that was consumed in the combustor, particularly
those that indicate a high-effective equivalence ratio.

The perfect gas version of the quasi-one-dimensional cycle
analysis computer program used for this study is described in [37]. In
the current version the combustor flow is modeled as a mixture of
thermally perfect gases that are in thermodynamic equilibrium. The
mixing of fuel and air is specified via a mixing efficiency curve n,,(x)
and the combustion process is assumed to be mixing limited. This
means that once the fuel is allowed to mix with the air, the mixture
immediately reaches an equilibrium state of fuel, air, and combustion
products. The mixing efficiency 7,, is hence the same as the
combustion efficiency 7. The analysis is carried out between
stations 2 and 4 with fuel injection at station 3 (see Fig. 1). Flow
compression due to boundary-layer growth is modeled by assuming a
constant skin-friction coefficient of 0.002 along the wall, which
reduces the mainstream momentum and leads to increasing pressures
along a constant-area duct.

Because a one-dimensional analysis is unable to model the effects
of the oblique shocks that are generated by the blunted leading edges,
a way of accounting for their effects has to be incorporated. These
shocks are much stronger than those caused by the viscous
interaction for the sharp-edged intake (compare Figs. 3 and 4). To
account for these effects, perfect gas computational fluid dynamics
(CFD) simulations of the inlet geometry were performed for each of
the nominal test conditions as given in Table 1. The flow properties
were extracted at the fuel-injection station (station 3 in Fig. 1) and the
fluid in that plane was allowed to mix in a stream-thrust averaging
procedure [29]. The resulting ratios of the freestream and the
averaged injection plane flow properties were used to scale the
freestream properties of the individual experiments to account for
shot-to-shot variations and thus obtain an estimate of the combustor
entry conditions. For these cases, the one-dimensional cycle analysis
was started at station 3 rather than station 2 (see Fig. 1).

For the present work, this cycle analysis was used to estimate what
fraction of the injected hydrogen would have to combust to yield the

Table 1 Nominal experimental test conditions entering the model
and equivalent flight conditions

Experimental condition Flight equivalent

HO Px Too Poo U Mco Mf.oo hf qf
MJ/kg kPa K mg/m’® m/s —— —— km kPa

3.6 840 780 0370 2420 436 84 38 17
5.3 82.3 1100 0.257 2900 4.47 10 39 25
. 88.5 1360 0.226 3125 4.38 12 37 40
7.9 100.0 1780 0.197 3380 4.22 13 33 85

Up 8% 13% 9% 11% 3% 2%

ogQw>
=)
»

pressure rise that was measured experimentally. Note that pressure
measurements were only available from 170 mm downstream of the
injection point. Therefore, in most cases the actual point of ignition
and initial pressure rise could not be obtained. Total mixing
efficiencies of 0.0 and 1.0 correspond, respectively, to no combustion
and complete combustion of the injected hydrogen. Because the
analysis does not include nonequilibrium chemistry effects, the
combustion reactions are always assumed to be completed. Low
reaction rates are not accounted for. Therefore, the fraction of the
injected hydrogen that this cycle analysis allows to react releases its
entire reaction heat. It is possible that a larger portion of the injected
hydrogen is involved in reactions, but that not all reactions are
complete and only partially release the available chemical energy.
The reported combustion efficiencies are, therefore, to be taken as the
equivalent mass fraction of hydrogen that would yield the required
chemical heat release to cause the measured pressure rise.

IV. Flow Conditions for the Experiments
A. Freestream

Experiments were performed using test gases of air or nitrogen.
The nitrogen cases were used to investigate the effects of fuel-
injection without combustion. The nozzle-supply enthalpy was
varied from 3.6 to 7.9 MJ/kg with freestream static pressures of 82—
100 kPa. These conditions correspond to combustor conditions that
might be expected for flight at Mach numbers from around 8 to 13 at
altitudes from 30 to 40 km. The nominal test conditions entering the
model (station 2) along with their respective equivalent flight
conditions are given in Table 1. The nozzle-supply enthalpy was
varied within each experimental set for the different inlet con-
figurations to determine a freestream flow condition at which the
fuel would ignite in this particular configuration. The dynamic
pressure at combustor entry was held approximately constant.

The equivalent flight conditions were obtained by relating the
conditions in the combustor to those that might be expected in the
combustor of a full-scale flight vehicle. They are provided as a
relevant context for hypersonic flight environments. Density-length
pL scaling [38] was used to relate the present inlet radius and
pressure to those of a scramjet engine that was used in a recent study
on orbital delivery of small payloads [39]. Shock-tunnel scaling
experiments have previously shown the applicability of pL scaling
for supersonic duct combustion [40]. The combustor entry radius R,
was chosen as the scaling length. The scramjet incorporated in [39]
has an elliptical combustion chamber with a rectangular to elliptical
shape transition inlet. The cross-sectional area of the combustor entry
ellipse was used to find the radius of a circle with the same area
(R, ; = 117 mm). If the ideal gas law is assumed valid and T is to be
duplicated in the combustion chamber, pL = const. is equivalent
to pL = const. With R,/R, ;= 14.4/117 it follows that p, ;=
0.123p,. The freestream flight conditions (Mach number and
altitude) that would produce the combustor conditions were found by
accounting for inlet kinetic energy efficiency (see Eq. 57 in [41] and
Eq. 57 in [28], Sec. 5.3). The ratio of specific heats y was assumed
constant at 1.36 for the compression process [28]. The international
standard atmosphere was used to determine the air properties as a
function of altitude [42].

The freestream properties were not measured directly in the test
section, but were inferred from other measurements. The operating
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dimensional prediction.

parameters of the shock tunnel pgy, Thy, Uy, and p, were measured
and used to calculate the conditions of the gas just upstream of the
nozzle throat. This is done with ESTC], a python-coded successor
of Equilibrium Shock Tube Conditions [43] using the Chemical
Equilibrium with Applications [44] program to calculate the gas
properties in thermal and chemical equilibrium. The resulting
stagnated gas properties were passed to Nonequilibrium Nozzle
Flow [45], a numerical code for the calculation of the flow expansion
through a nozzle, assuming either equilibrium or nonequilibrium
chemistry.

A detailed uncertainty analysis was carried out to estimate the
uncertainties in the freestream conditions, following the procedure
described in [46]. The numerical codes were run numerous times
with slight perturbations in the measured quantities to assess the
sensitivity of the derived quantities to these perturbations. This gives
an indication of how the uncertainties in the measured quantities
progress through the numerical processes and are amplified or
attenuated. The product of this sensitivity and the uncertainty of a
measured quantity yields the uncertainty of the derived quantity due
to that of the measured quantity. The total uncertainty of each derived
quantity is then found as the square root of the sum of squares of these
individual uncertainties [46].

The pressure transducers in the duct were calibrated in situ, using
an atmospherically driven shock-tube arrangement. The ends of
the tubular combustion chamber were sealed and the tube almost
evacuated. A sharp point was used to burst the thin membrane sealing
one end, sending a shock wave into the tube. The pressure-time
history was recorded by a piezoresistive pressure transducer that was
calibrated against a dead weight tester. The voltage output of the duct
sensors in relation to the measured pressure change yielded the
respective sensitivities. A number of trials showed that these
calibrations were repeatable to within +2.5%.

The pressure in the nozzle-supply region of the shock tunnel was
measured using two piezoelectric pressure transducers that were
shielded against temperature effects. These transducers were calibrated
using a hydraulic rig that pressurizes the transducer and releases that
pressure suddenly when a valve was opened. The calibration was made
over a range of pressures and the standard deviation of the resulting
calibration constant was less than 2% of the average value.

The start of the steady test flow is determined by the startup
phenomena of the nozzle flow and the establishment of fully
developed boundary layers on the model. This was taken as the time
for the flow to travel three times the length of the model [47]. The
combined startup time was 1.5 ms for the present tests. The end of
the useful test time is dictated by contamination of the test gas by the
driver gas. This has been investigated for flows in the T4 shock tunnel
by several authors previously [48-51] and it was found that
contamination occurs earlier for higher nozzle-supply enthalpies.
Approximately 10% contamination occurs 2.5 ms after flow arrival
for the highest enthalpy condition used in this investigation,
condition D, and more than 4 ms after flow arrival for the lowest
enthalpy condition, condition A. The static wall pressures were taken
as the average value of the time-dependent pressure trace measured
during the period of established steady flow.

Most of the pressure measurements in this paper are presented as
pressure coefficients. Presenting results in this way helps to reduce
the effects of shot-to-shot variations in conditions. The typical
uncertainties in the coefficients are shown by sample error bars in
Fig. 7. Shot-to-shot repeatability of the duct pressure coefficient
for identical nominal freestream conditions was established to within
+5% for most transducers, although some showed variations as large
as £10%. Pressure coefficients were computed using the derived
freestream flow properties and measured static wall pressures.

B. Fuel-Injection Conditions

In the present configuration, fuel is injected near-tangentially from
an annular slot underneath an established boundary layer. The slot
has a converging—diverging area profile with an effective area ratio of
5.1, resulting in an injection Mach number of approximately 3.2. The
downstream end of the nozzle is inclined at 17 deg to the mainstream
flow, so that there is a component of the ejection velocity at the exit of
the nozzle that is directed toward the center of the duct. However, the
fuel-mass flow rates for all cases presented here were such that the
fuel stream was strongly overexpanded. The overexpansion will
resultin the formation of a shock wave and its reflection from the wall
just downstream of the nozzle, recompressing the fuel stream and
initially deflecting it toward the wall before it is turned parallel to the
mainstream. The key parameters specifying the nozzle exit
conditions of the fuel are given in Table 2.

The mixing of the fuel with the air is clearly important for
combustion, and there have been many studies into mixing of

Table 2 Nominal experimental fuel-injection
conditions at the exit of the fuel-injection slot

Condition ¢ Pj u; £;

— ——  kPa  m/s kg/m?
A 0.8 93 2280 0.026
B 0.8 93 2280 0.026
B 1.5 16.0 2280 0.045
C 1.0 93 2280 0.026
D 1.0 93 2280 0.026
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coflowing compressible streams. An upper bound for the mixing of
two coflowing streams can be the growth rate of the shear layer that
develops at the fluid interface [52]. However, the present experi-
mental configuration results in a complex flowfield where the shear
layer between the streams of fuel and air develops. Entropy and
boundary layers upstream of the shear layer as well as shock and
expansion waves that intersect this layer alter the mixing
characteristics and are difficult to account for [53,54]. Additionally,
the combustion chamber wall is in close proximity to the shear layer
so that the shear layer can grow only until it reaches the wall. When
fuelis injected into an airstream and combustion occurs, the release of
heatin the shear layer slows the development of large-scale structures
in the shear layer, lessening entrainment and hence, reducing mixing
[55,56]. Similar effects are expected for boundary-layer combustion.

A simplified analysis, following the suggestions by Slessor et al.
[57], was carried out to quantify some of the key mixing parameters.
This indicated little difference in mixing between the conditions
presented here. In light of the many flow characteristics that have a
quantitatively undetermined effect on mixing, these differences are
left unquantified.

V. Experimental Results

Experimental results are presented in Figs. 7-11 as pressure
coefficient profiles along the streamwise axis of the combustor.
Symbols represent measurements and lines represent estimates
obtained with the cycle analysis program. Crosses are used for air test
gas cases without fuel injection and open symbols for nitrogen test
gas experiments with hydrogen injection. Filled symbols indicate
that hydrogen was injected into air test gas. The values of 7 stated in
the legend of the figures are the combustion efficiencies 7., at the
end of the combustor and were obtained as described in Sec. IIL.B.
Results are shown in order of increasing enthalpy conditions, starting
with the lowest enthalpy.

A. Condition A

The experimental data for condition A are summarized in Fig. 7.
Figure 7a indicates no signs of a combustion-induced pressure rise
for the long inlet configuration with a sharp leading edge. The
corresponding experiments with a short inlet configuration were
therefore not performed, because ignition would be even less likely
with its thinner, laminar boundary layer. The level of the pressure
coefficients calculated using the cycle analysis and a general trend of
increasing pressure along the duct match well with the experimental

0.3 — T

results. The expansion at the step (x = 0) can be seen in the cycle
analysis results. Pressure variations along the duct caused by the
viscous interactions in the inlet and the step in the duct can be seen in
the experiments but not in the results from the quasi-one-dimensional
cycle analysis. The cycle analysis predicts ¢, to be approximately
0.01 higher for the case with injection. This difference is associated
with the flow displacement effect of the fuel injection. The difference
is within the experimental uncertainty and is not clear in the
experiments. However, such differences are evident in some of the
other experiments.

Figures 7b and 7c show the effects of leading-edge bluntness on
combustion. Ignition occurs upstream of the first pressure
measurement location, but the positive slope of the pressure profile
indicates ongoing combustion throughout the duct. The ¢, level from
the cycle analysis for the cases with blunted leading edges agrees
well with the experimental values for the cases where no fuel was
injected. The increased c, levels with fuel injection into nitrogen are
evident in the experiments and, in these cases, the increase is larger
than is predicted by the cycle analysis. However, the differences are
again within the experimental uncertainty. The wave structure that
is apparent in the sharp leading-edge results can also be seen in the
data for the blunt leading edges, but is more pronounced due to the
stronger leading-edge shocks as seen in Fig. 3b and 4b. Results for
two shots for ignition of hydrogen into air for similar fuel equivalence
ratios are shown in Fig. 7c. This gives an indication of the re-
peatability of these experimental results (see Fig. 8b also). Because
of the relatively low stagnation enthalpy and static temperature,
combustion heat release is high. The combustion efficiency, as
indicated by cycle analysis, is approximately 60% for the short blunt
inlet case and much higher for the long blunt inlet configuration.
However, these values may not be reliable because the resulting
effective fuel equivalence ratio is not small [3,35,36].

These results indicate that fuel injected along the wall of this
combustor will ignite when there is a relatively thick entropy layer
upstream of the point of fuel injection and that almost complete
combustion occurs for the long blunt inlet. Note that this result is for
Mach8 flightconditions with the dynamic pressure ¢ ; aslow as 17kPa.

B. Condition B

Results from tests at condition B are shown in Fig. 8. Condition B
has a higher stagnation enthalpy than condition A and, consequently,
a higher static temperature in the duct. Results at this condition
show that combustion occurs for the long sharp inlet configuration.
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Fig. 8 Cycle analysis and experimental pressure coefficient profiles for condition B. Symbols represent experimental data; lines represent one-

dimensional prediction.
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Fig. 9 Combustion induced pressure rises for a) the short sharp, and
b) long blunt inlet configurations, approximately 380 mm downstream of
injection. Test condition B.

Ignition occurs approximately 250 mm downstream of injection
where the pressure coefficient profile rises suddenly away from the
corresponding no-combustion profile. According to the cycle
analysis, the measured pressure levels indicate that 50-60% of the
injected fuel was consumed at the end of the duct. The sudden rise of
pressure indicates that fuel and air were well mixed at the point of
ignition and when ignition occurred, a large portion of the fuel burnt
almost instantaneously. Combustion proceeded downstream of the
ignition point, but was mixing limited.

The plot in Fig. 8a contains only pressure coefficient profiles for
experiments with air test gas without injection and nitrogen test gas
with injection. Corresponding experiments with injection into air
test gas have been carried out and some combustion-induced
pressure rise was evident in the time histories of pressure mea-
surements. However, this pressure rise was not maintained for the
full duration of the test time and when the pressure decreased, it
dropped rapidly. Figure 9a shows one of these unsustained com-
bustion cases, whereas Fig. 9b gives an example of a steady
pressure trace from an experiment with a blunt leading edge at the
same location and nominal condition. Corresponding no-injection
traces are also shown.
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Fig. 10 Cycle analysis and experimental pressure coefficient profiles
for condition C, long sharp configuration only. Symbols represent
experimental data; lines represent one-dimensional prediction.

Figure 9a shows that, after a flow startup period of 1.5 ms, the
pressure level for the fuel-injection case is steady for less than 1 ms
and then drops to the no-injection value. This indicates that the fuel
initially ignited, but the flame was extinguished quickly. One
explanation for this could be the arrival of argon driver gas,
contaminating the test flow. However, previous investigations
indicate that a significant level of contamination will not occur for at
least 3 ms after flow arrival for this condition [51]. Furthermore, if
driver-gas contamination caused the flame extinction, this should
occur earlier at higher nozzle-supply enthalpy conditions, resulting
in an even shorter plateau of steady pressure. This was not observed
for tests at enthalpies of 6.3 and 7.9 MJ/kg (see Figs. 10 and 11). The
pressure level remains steady for more than 1.5 ms after the flow
establishment time (2.5 ms after flow arrival corresponds to
approximately 10% driver-gas contamination). It is therefore con-
cluded that combustion is not sustained for the case of 5.3 MJ/kg
with a short inlet with a sharp leading edge. Results from experiments
with unsteady pressure time histories during the test time are not
included in this paper and, therefore, Fig. 8a does not contain data
from tests with fuel injection into air test gas. However, because
Fig. 8b shows stable combustion in the downstream half of the
combustor, it is concluded that a thicker, turbulent boundary layer at
station 3 helps in maintaining stable combustion in the wall layer.

The no-combustion nitrogen test gas data in Figs. 8c and 8d show a
similar pressure difference from the air test gas cases without
injection to the corresponding data for condition A, and the
predictions agree well with the experimental data. Combustion-
induced pressure rise is evident for both the short and long inlet
configurations with blunted leading edges. For the short blunt inlet,
the pressure measurements indicate that combustion begins upstream
of the first pressure measurement location and that the combustion
pressure rise for the lower (¢ = 0.8) equivalence ratio experiment is
significantly smaller than that of the experiment with ¢ = 1.5. This
means that more fuel was consumed at the higher equivalence ratio,
suggesting that mixing is enhanced at the higher fuel-mass flow rate.
Similar to the data shown in Fig. 7, the pressure rise (and combustion
efficiency) is higher for the long blunt inlet configuration than for the
shortblunt configuration. The main difference between the long sharp
and long blunt configuration is the location of ignition. This may be
attributed, at least in part, to the higher temperatures and pressures in
the duct for the blunt configuration. Note that, despite the larger
ignition delay for the long sharp inlet compared with the long blunt
inlet, the total amount of fuel burned is similar at the end of the duct.

C. Condition C

Experiments at condition C were not carried out for the entire
range of model configurations. A full set of combustion data was only
obtained for the long sharp configuration to complement the data
shown in Fig. 8b, where ignition occurred approximately 250 mm
downstream of injection. The pressure coefficient profiles for the
long sharp configuration at condition C are shown in Fig. 10. The
differences from the results shown in Fig. 8b are small for the
combustion pressure profiles. The indicated combustion mass
fraction is also comparable (between 45 and 60%), but the ignition
location has moved upstream due to the increased static temperature
in the core flow. Agreement between fuel-off measurements and
cycle analysis predictions is not as good for this condition as it is for
conditions A and B.

D. Condition D

The experimental results for condition D with the highest nozzle-
supply enthalpy are shown in Fig. 11. The freestream static
temperature for this condition reached almost 1800 K and the
combustor entry temperature for the blunt leading-edge cases was
estimated at approximately 2500 K. This resulted in ignition
upstream of the first pressure measurement location and sustained
combustion for all model configurations. The pressure rises due to
combustion for the sharp inlet configurations (Fig. 11a and 11b) are
relatively small, and little difference in combustion mass fraction is
indicated between the short and long sharp configuration. The cycle
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Fig. 11 Cycle analysis and experimental pressure coefficient profiles for condition D. Symbols represent experimental data; lines represent one-

dimensional prediction.

analysis predicts the fuel-off pressure levels well for both, air and
nitrogen test gas cases. Figure 11d shows a pressure profile for
nitrogen test gas without injection as well as with injection. The
effect of the mass addition is apparent when hydrogen is injected into
anitrogen test gas, but no appreciable difference is found between air
and nitrogen test gas cases without injection.

The pressure rise and combustion efficiency indicated for the long
blunt configuration is significantly higher than for the short blunt
inlet case. It should be noted that the combustor exit temperature
indicated by the cycle analysis code is approximately 2600 K for the
short blunt inlet case and more than 2900 K for the long blunt case. It
is possible that some of the combustion processes in the long blunt
case are limited by this high temperature and some reactions are not
completed. The combustion mass fractions indicated by the cycle
analysis are lower than for the lower enthalpy conditions throughout.
However, the results still show that more fuel is consumed at the end
of the duct for increasing inlet length and bluntness.

Opverall, the results at conditions A-D show that, when the fuel
ignites, the proportion of fuel consumed at the end of the 500-mm-long
combustor decreases as the equivalent flight Mach number increases.

E. Influence of Blunted Leading-Edge Shocks vs Entropy Layer

An attempt was made to reduce the influence on ignition and
combustion of the relatively strong shock wave that originates from
the blunted leading edge. To reduce the strength and increase the
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Fig. 12 Cycle analysis and experimental pressure coefficient profiles
for condition A, large model diameter, blunt leading edge. Symbols
represent experimental data; lines represent one-dimensional predic-
tion.

distance between impingement locations of this shock wave as it
propagates down the duct, the inlet duct diameter was increased to
42.4 mm, resulting in nearly a doubling of the cross-sectional area
of the combustor. The bluntness radius of the leading edge and the
backward-facing step height were kept constant and the length of the
inlet was the same as for the long inlet configuration of the small
diameter duct. The fuel-mass flow rate per unit circumferential slot
length was approximately the same for the small and large diameter
ducts, meaning that the fuel-injection conditions were kept the same.
The total equivalence ratio was smaller for the large diameter duct
because the fuel-mass flow rate only increased linearly with the
diameter, but the capture area increased with its square. This resulted
in a smaller combustion-induced pressure rise for the same amount of
heat release per unit area of internal combustor surface. To capture
additional flow features, in particular the ignition location of the
injected fuel, pressure measurements were taken closer to the
injection location.

The axial pressure distributions for the large duct are shown in
Figs. 12 and 13 for conditions A and B, respectively. Note the lower
pressure rise for the large diameter duct when compared with the
corresponding data for the small diameter duct (see Figs. 7c and 8d).
The combustion efficiencies indicated by the one-dimensional
analysis are also smaller and perhaps are, therefore, more reliable
because the effective equivalence ratio is much smaller than unity.

Another method to compare the combustion achieved in the
different diameter ducts is to model the pressure rise in the duct as
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Fig. 13 Cycle analysis and experimental pressure coefficient profiles
for condition B, large model diameter, blunt leading edge. Symbols
represent experimental data; lines represent one-dimensional predic-
tion.
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being caused by increased displacement thickness of the wall layer
due to combustion. The mainstream flow is then considered to be
compressed by the restricted area. The pressure rise in the duct that is
shown in Figs. 7c and 8d can be related to a change in Mach number if
the compression is assumed to be isentropic (Eq. 44 of [58]). This
change in Mach number can in turn be expressed in terms of an area
change (Eq. 80 of [58]), which is caused by the combustion-induced
increase of the boundary-layer displacement thickness. Because the
wetted length upstream of station 3 and the fuel-injection conditions
are the same for the large and small ducts, the conditions for
boundary-layer combustion and the resulting displacement effect
should be similar in the two ducts unless the effects of the shocks in
the duct are strong. Because of the different duct diameters, the same
displacement causes different pressure rises. The displacement
thickness calculated from the pressure rise measured for the small
duct was applied to the large diameter duct to estimate the pressure
rise that results from this displacement. The resulting scaled pressure
coefficients at the end of the duct are shown by horizontal bars in
Figs. 12 and 13.

The pressure coefficients that are expected at the end of the large
duct if the displacement effect due to combustion was the same for
both duct diameters agree well with the experimental data. This
suggests that the combustion heat release in the two ducts is similar
and that the amount of fuel consumed in the small duct is similar to
that for the large duct. It is concluded that the stronger and more
closely spaced shocks impinging on the fuel layer for the small duct
do not lead to significantly different combustion in the boundary
layer. This also suggests that the combustion efficiencies inferred
from the one-dimensional cycle analysis are indeed not reliable when
the effective equivalence ratio is not significantly smaller than unity.

There is evidence that the ignition occurs for both conditions A
and B when the bluntness-induced shock impinges on the fuel layer.
Note the rapid increase in pressure for the fuel injection into air for
both conditions at approximately 100 mm from injection.

VI. Conclusions

The current experimental data supports the initial proposition that
entropy layers and thick, turbulent boundary layers at the entrance
of a scramjet combustor can aid in ignition and combustion of
boundary-layer injected hydrogen fuel. Blunted leading edges
primarily promote ignition and, if combustion is started, affect the
total amount of fuel consumed within the combustion chamber only
marginally. A thick, turbulent boundary layer at the injection point
can also aid in ignition and combustion (see Figs. 8§ and 11). This is of
importance, because the boundary layers on scramjet-powered flight
vehicles will be growing for a long distance on the vehicle’s forebody
and the compression inlet. Flight vehicles will also have blunted
leading edges to cope with high stagnation-point heat transfer rates
and it is shown that these enhance ignition and enable combustion of
wall-slot injected gaseous hydrogen at lower static temperatures than
a sharp leading edge. These effects could aid in partly offsetting the
detrimental effects that thick boundary layers and blunted leading
edges have on vehicle drag and scramjet performance.

The experimental data generally show that less relative pressure
rise is obtained when the same amount of fuel is burnt in a higher
enthalpy environment. For conditions B-D, the indicated total
combustion mass fraction did not change much for the same
experimental configuration, but the point of ignition moved further
upstream as the total enthalpy was increased (from approximately
230 mm to a point upstream of the first transducer location at
170 mm). The data for the lowest total enthalpy (condition A) stands
out from the other data because no combustion was achieved for any
sharp edge configurations. This clearly shows that blunted leading
edges enable combustion to be achieved when there is no combustion
for the sharp inlet cases. However, the shock waves generated by the
blunted leading edges had a large influence, not only on the near wall
temperature profile, but on the core flow in the combustor. This leads
to higher pressures and densities in the duct, resulting in shorter
ignition delay times [27].

A comparison of the results that were obtained for the large diameter
duct with those of the small diameter duct with a blunted leading edge
for conditions A and B suggests that the fuel layer was not disrupted
significantly by the impinging shock waves that were generated by the
bluntness, and that combustion did take place in the boundary layer.
The one-dimensional cycle analysis fails to accurately predict the
amountoffuel thatis consumed atleast for the low enthalpy conditions
and where high-effective equivalence ratios are computed.

It was not possible to conclusively deduce the main source of
ignition from the blunt leading-edge experimental data, but the
results that were obtained with the large diameter duct indicate that
ignition occurred near a point of shock impingement.
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